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Abstract: This paper introduces and studies a new generalization of cumulative past extropy called
weighted cumulative past extropy (WCPJ) for continuous random variables. We explore the following:
if the WCPJs of the last order statistic are equal for two distributions, then these two distributions will
be equal. We examine some properties of the WCPJ, and a number of inequalities involving bounds
for WCPJ are obtained. Studies related to reliability theory are discussed. Finally, the empirical
version of the WCPJ is considered, and a test statistic is proposed. The critical cutoff points of the
test statistic are computed numerically. Then, the power of this test is compared to a number of
alternative approaches. In some situations, its power is superior to the rest, and in some other settings,
it is somewhat weaker than the others. The simulation study shows that the use of this test statistic
can be satisfactory with due attention to its simple form and the rich information content behind it.
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1. Introduction

In recent years, there has been strong interest in the measurement of the uncertainty of
probability distributions, which is called entropy. The probabilistic concept of entropy was
developed by [1]. For an absolutely continuous random variable X, the Shannon entropy is
defined as

H(X) = −E(log f (X)) = −
∫ +∞

−∞
f (x) log f (x)dx,

where “ log ” means the natural logarithm, and f (x) is the probability density function (pdf)
of a random variable X. Several applications of entropy in information theory, economics,
communication theory, and physics are well developed in the literature, (see Cover and
Thomas, [2]). Belis and Guiasu [3] and Guiasu [4] considered a weighted entropy measure as

Hw(X) = −E(X log f (X)) = −
∫ +∞

−∞
x f (x) log f (x)dx, (1)

where by assigning greater importance to larger values of X, the weight x in (1) emphasizes
the occurrence of the event X = x. Reference [5] stated the necessity of the existence of
the weighted measures of uncertainty. In the Shanon entropy H(X), only the pdf of the
random variable X is regarded. Moreover, it is known that this information measure is
shift-independent, in the sense that the information content of a random variable X is equal
to that of X + b. Indeed, some applied fields such as neurobiology do not tend to deal with
shift-independent but shift-dependent. Further research was conducted to generalize the
concept of entropy, for example, by replacing the pdf f (x) with the survival function F̄(x),
[6] introduced the cumulative residual entropy (CRE) as
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