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Abstract: Deng entropy and extropy are two measures useful in the Dempster–Shafer evidence
theory (DST) to study uncertainty, following the idea that extropy is the dual concept of entropy.
In this paper, we present their fractional versions named fractional Deng entropy and extropy and
compare them to other measures in the framework of DST. Here, we study the maximum for both of
them and give several examples. Finally, we analyze a problem of classification in pattern recognition
in order to highlight the importance of these new measures.
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1. Introduction

The concept of entropy as a measure of uncertainty was first introduced by Shannon [1],
and since then, it has been used in the field of information theory, image and signal
processing and economics. Let X be a discrete random variable with probability mass
function vector p = (p1, . . . , pn). The Shannon entropy of X is defined as follows

H(X) = H(p) = −
n

∑
i=1

pi log pi, (1)

where log(·) stands for the natural logarithm with the convention 0 log 0 = 0. Recently,
the dual measure of entropy has become widespread. It is known as extropy and was
defined for a discrete random variable X by Lad et al. [2] as

J(X) = J(p) = −
n

∑
i=1

(1− pi) log(1− pi), (2)

and since then, as the Shannon entropy, it has been studied in several contexts and in its
differential version [3–6].

The generalization of Shannon entropy to various fields is always of great interest.
Ubriaco [7] defined a new entropy based on fractional calculus as follows:

Sq(X) = Sq(p) =
n

∑
i=1

pi[− log pi]
q, 0 < q ≤ 1. (3)

The fractional entropy is concave, positive and non-additive. Moreover, for q = 1, the
fractional entropy reduces to the Shannon entropy. From a physical sense, it also satisfies
Lesche and thermodynamic stability.
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